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1. Background 

With current instrumentation, it can be difficult for researchers to analyze the accuracy of 

weapons that fire subsonic ammunition. Acoustic sensors placed on a firing range can detect 

specific shockwaves of supersonic projectiles passing through the air, allowing the coordinates 

of the shot to be calculated. However, acoustic sensor systems cannot detect shots made by a 

weapon firing subsonic ammunition. In addition, detection of supersonic projectiles can be 

inaccurate when shot at greater ranges. Thus, when testing Soldier weapons that fire subsonic 

ammunition, U.S. Army Research Laboratory (ARL), Human Research and Engineering 

Directorate (HRED) researchers are left to analyze the accuracy of subsonic shots by hand, using 

basic measuring tools (stop watches and manual measurements of shot placement), which are 

methods very much subject to human error. Other facilities employ post-processing analysis 

software with digital pictures of targets. With many new handgun studies anticipated in the near 

future, Dismounted Warrior Branch (DWB) researchers needed a faster, less tedious, and more 

efficient method of analyzing firing accuracy of subsonic ammunition weapons. As small-arms 

technology advances, the need for the ability to collect meaningful data metrics, such as location 

of hit, as well as the need to reduce human error and undue burden, has necessitated a 

corresponding advancement in data collection technology and methodology. 

2. Project Objective 

The purpose of my Science and Engineering Apprenticeship Program (SEAP) project was to aid 

with the design and programming of an application that analyzes and reports real time feedback 

on the location of shots fired on a target. This software was expected to reduce time and 

resources spent on manually analyzing shots fired, thereby increasing efficiency of weapons 

testing. This software can provide DWB, as well as the larger Department of Defense (DOD) 

community, with a much needed manner in which to achieve quality assessments and evaluation 

of Soldier-system performance with small arms.  

3. Method 

3.1 Software 

With a goal of running the shot analysis software in parallel with other C++ coded software, 

DWB researchers chose to use the C++ programming language because it could easily 
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implement external software libraries. I began my project by learning how to use C++ functions 

and commands. Although I had never worked with C++, I found it quite easy to learn due to 

significant similarities to the Java programming language, which I had previously learned.  

DWB researchers wanted to use the Open Source Computer Vision (OpenCV) software library 

for capturing and analyzing frames of video. OpenCV contains numerous premade sets of 

programming functions for real-time image processing and analysis and allows quick 

implementation of core features of the application. I also learned how to use this software. 

Microsoft Windows application programming interfaces (APIs) also contain numerous sets of 

functions used on Windows platforms. I learned and used these APIs to create the user interface 

for the application, which consisted of a window with a menu bar, several function buttons and a 

text field for displaying shot coordinates. Windows APIs were also used for capturing, 

processing, and analyzing sound input as well. 

To bundle all of these components together, I learned and used the Microsoft Visual Studio 2012 

Express Edition. This software compiled all the code, pulled all the necessary resources together, 

and executed all of the called operations. 

3.2 Instrumentation 

In order to function, the software needed a microphone and video camera to receive audio inputs 

and record video data. The best options available were the built-in laptop microphone for audio 

input and a standard high definition webcam for video recording. The software uses this 

equipment to instantly capture and process both audio and video data, and compare captured 

frames of video to determine where the bullet hit the target. 

3.3 Software Methodology 

The software methodology consisted of three steps. The first was to detect the gunshot, the 

second was to capture and process the image, and the third was to determine the location of the 

shot on the target.  

Step 1: Detect gunshot. Once ready for testing, the microphone started detecting sound while 

waiting for a gunshot to occur, which was defined by a large spike (increase) in sound input into 

the microphone. The software placed the microphone input into one of several sound buffers, and 

analyzed the sound data while another sound buffer was being filled. This process of overwriting 

and analyzing multiple sound buffers allowed the software to analyze sound input in real time. 

Buffer overwriting ran in a loop until a gunshot (a sound consisting of 70% of microphone 

volume input) was detected. 

Step 2: Capture images. Upon detecting a gunshot, the software sent a signal to the camera to 

capture two images. The first image was a frame of video before the projectile made any contact 
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with the target, and the second frame showed the target after the projectile had gone through it. 

These images were then processed, as described below. 

Step 3: Process and compare images to determine the location of the shot on the target. The two 

images were processed and compared using the methods of grayscaling, image subtraction, and 

thresholding. 

First, with grayscaling, the two images captured from the webcam were converted from color to 

grayscale images. This image processing was accomplished by averaging all the red, green, and 

blue (RGB) channel values within each image. These values were stored in a giant matrix, which 

the computer could interpret and display. By grayscaling the images, the remainder of the image 

processing was much simpler to complete. 

Next, after both images had been converted to grayscale, the software obtained the difference 

between the two images by subtracting the image matrices. Any pixels within the images that 

were identical (including shots that have already been fired) canceled each other out and left a 

black pixel behind. Any pixels that were different were subtracted and changed, as scanning of 

the image was continued. This step in the process left a subtracted image behind for the 

computer to work with. The software then applied a binary threshold to the subtracted image, 

turning any pixel below a certain value completely black and any value above that value 

completely white. Once the threshold was applied to the entire image, the computer had only 

black and white pixels to compare. The result was white pixels showing against a black 

background. 

After obtaining a black and white subtracted image, the software then scanned the entire image 

to try to identify the pixels that represented the bullet hole. The application used an algorithm 

that found and assessed clusters of white pixels. If clusters were too small or too large, they were 

discarded from a list of possible bullet holes. Remaining clusters were given point values based 

on how many of the pixels were close to others. The cluster with the highest point value was 

finally chosen as the shot. If a cluster was not chosen, the software determined that the shooter 

missed the target when firing. Once the software identified a bullet location, it placed a point 

reflecting a bullet hole on the target image of the computer’s application interface to show the 

user the location of the bullet hole, and printed the coordinates of that shot in the interface 

coordinate box. The application interface is shown in figure 1. Due to the speed of computer 

processing technology, the entire process of capturing sound and video input, comparing frames 

and determining the location of the shot, occurred within milliseconds. 
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Figure 1.  The application interface, which contains picture of target. 

4. Research Results 

The shot accuracy software was tested twice. The first test was at the HRED M-Range live fire 

research facility on July 30, 2013. The second test was conducted at the same range facility on 

August 6, 2013.    

4.1 First Test 

The main priority of the first test was to check the image capture and processing software. The 

sound input and analysis software was incomplete, and therefore, could not be tested. Test results 

indicated that the threshold step in the image processing was dependent on how much sunlight 

hit the webcam lens, causing the software to be less efficient in bright light conditions. In order 

to counteract negative effects of bright sunlight, DWB is planning future work to implement a 

user-controlled manual threshold value selection or possibly create a dynamic threshold 

algorithm that changes the threshold value at which the image is changed, based on how much of 

the subtraction image is visible. 

Another problem uncovered in the first field test was that algorithm performance in the image 

processing subtraction step worked less efficiently with the colors that we used as target corner 

points and outlines. Our initial targets contained red corner points and thick black outlines, which 

presented a problem because not enough of the lines and corner points were cancelled out during 

the software subtraction process. To eliminate this problem, I changed the target design to cyan 

corner points and thin grey outlines. I hypothesized that this would be successful because if the 

corner points and outlines were lighter, the software had a better chance of recognizing the bullet 

hole, which is usually dark in color.  
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4.2 Second Test 

For the second test, held a week later at an HRED firing range, our priority was testing the sound 

input and analysis software. At this time, the sound input and analysis code had been 

implemented and some interface improvements were made to the application. With a majority of 

the core components of the application complete, the test results were positive; when the audio 

software detected a gunshot, the camera quickly captured two frames of video, compared them, 

and saved them. All of the shots were successfully compared and saved, but 30% of the time, the 

first images were missed because the camera did not capture a first image quickly enough before 

the round made contact with the target. DWB researchers and engineers discussed simple 

changes could be made to the code to speed up image processing in order to be able to capture 

the first frame more quickly. Figure 2 shows the testing of the software at the HRED firing range 

(with the user in the foreground).  

 

Figure 2.  Testing the application. 

Although some coding changes can be made to improve software efficiency, there are still some 

factors that can alter the performance of the shot analysis software. These factors include the 

distance between the microphone and the shooter, the distance between the shooter and the 

target, computer processing capabilities, and other miscellaneous factors. For one miscellaneous 

factor that we found in the second test, if a shooter fires a shot that travels through a previous 

bullet hole, the software determines that the shot was a miss. DWB plans to implement a feature 

that allows the user to manually place a point on the target using the interface software if they 

believe that the software did not function correctly.   
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5. Future Work 

As described above, many improvements will be made to the application. Once fully developed, 

the software will be tested by DWB researchers, who will calculate the average error between the 

new software and previous DWB subsonic shot analysis methods. DWB also plans to refine 

software accuracy to allow more target images to be captured. In addition, DWB plans to explore 

the integration of my software with HRED’s portable target system, which uses multiple targets 

that pop up and down at preprogrammed intervals. This would enable DWB researchers to 

capture shot accuracy on several targets controlled by the portable target system.   

6. Conclusion 

Current methods of shot tracking and analysis make it tedious and difficult to measure the 

accuracy of weapons that fire subsonic ammunition. With multiple handgun studies anticipated 

for the near future, ARL HRED needed a faster and more efficient method to analyze the 

location of shots fired by Soldiers during weapons testing. To resolve this issue, I designed and 

programmed a software application to analyze subsonic shots in real time. The software uses a 

microphone to record audio for detection of the weapon firing and a webcam to record video of 

the target for analysis. The shot accuracy software uses a specific methodology to define the 

location of the shot on the target. The feedback is then stored to be exported as text in the 

software interface. This software is expected to reduce time and resources spent on manually 

analyzing targeting accuracy, thereby increasing efficiency of DWB Soldier weapons testing. 

This software could be the start of a great step forward in shot detection technology. 
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